
 

 
 
 
 

APPENDIX E 
 

DEVELOPMENT OF FLAW EVALUATION CRITERIA 
FOR CLASS 2, 3, AND BALANCE OF PLANT PIPING 
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The existing flaw evaluation criteria embodied 
in Section XI of the ASME Boiler and Pressure 
Vessel Code are for Class 1 high energy piping 
systems.  Currently, no such criteria exist for 
Class 2, 3, and Balance of Plant (BOP) piping, 
even though some of these systems are being 
inspected more frequently due to increased 
inspection requirements in the ASME Code.  It 
is also important to note that some of these 
Class 2 and Class 3 piping systems are more 
important relative to plant risk from a core 
damage perspective than some Class 1 piping 
systems.  As such, criteria to evaluate flaws 
found during these inspections are needed.   
 
The main technical differences between Class 1 
piping and Class 2, 3, and BOP piping are that 
(1) the Class 2, 3, and BOP piping may operate 
at lower operating pressures, and thus may be 
fabricated from thinner pipe with higher R/t 
ratios, and (2) they may also operate at lower 
temperatures than Class 1 piping.   
 
E.1  Effect of Pipe R/t Ratio on Pipe Fracture 
 
As mentioned above, Class 2, 3, and BOP piping 
systems typically operate at lower pressures and 
thus are fabricated from thinner pipe, i.e., pipe 
with higher R/t ratios.  The higher R/t ratios can 
influence the pipe fracture behavior under 
LEFM, EPFM, and limit-load conditions.  As 
part of this effort, the effect of R/t ratio on all 
three potential failure modes was to be 
investigated.   
 
E.1.1  Effect of Pipe R/t Ratio on the Elastic 
F-Functions (LEFM) 
 
The crack driving force under linear-elastic frac-
ture mechanics (LEFM) conditions is typically 
expressed in terms of the stress intensity factor 
K.  The expression for K is: 
 

aFK πσ=  (E.1) 
 

where, 
 

K = stress intensity factor, 
 
F = Elastic F-function, 
 
F = remote applied stress, and 
 
a = crack size. 
 

Currently, for Class 1 piping, Section XI limits 
the applicability of the F-functions they report to 
pipes with R/t ratios of less than 15.  While this 
limitation is acceptable for Class 1 piping, it is 
too restrictive for Class 2, 3, and BOP piping 
which typically are fabricated from pipes with 
much larger R/t ratios.  In order to address this 
limitation, researchers working for The 
Materials Property Council (MPC) in this 
country (Ref. E.1) and researchers at CEA in 
France (Ref. E.2) have developed an extensive 
database of numerical solutions for F using the 
finite element method for a variety of pipe and 
flaw geometries (flaw depth (a/t) and flaw length 
[c/a or 2/B]), pipe R/t ratios, and crack location 
and loading conditions (i.e., internal flaw loaded 
in tension, internal flaw loaded in bending, 
external flaw loaded in tension, and external 
flaw loaded in bending).  The flaws in each case 
were oriented in the circumferential direction. 
As part of this effort in the BINP program, these 
tabulated numerical results were curve fit to a 
series of mathematical expressions, with the goal 
of including these mathematical expressions into 
a code type document.   
 
For the case of an internal surface crack loaded 
in tension, the equation for F (FT) at the deepest 
point along the crack was found to be: 
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For the case of an internal surface crack loaded 
in bending, the F function (FB) at the deepest 
point along the crack was: 
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For the case of an external surface crack loaded 
in tension, the F function (FT) at the deepest 
point along the crack was: 
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Finally, for the case of an external surface crack 
loaded in bending, the F function (FB) at the 
deepest point along the crack is: 
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The above expressions are valid for: 
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where, the crack length expression (c/a) can be 
expressed in terms of (2/B) using the 
relationship: 
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As part of this effort, the curve fitting coef-
ficients S1, S2, S3, and S4 were developed for 
each flaw location and each loading condition.  
Coefficients were developed for a best-fit 
through the data as well as developing a set of 
coefficients that would result in a 15 percent 

conservative assessment with respect to the 
tabular data from the finite element analyses.  
Table E.1 provides both the best-fit and 15 per-
cent conservative values for these curve fitting 
coefficients.   
 
Figures E.1 through E.3 illustrate how the best 
fit curve fitting equations compare with the 
numerical results developed at CEA (Ref. E.2).  
Each of these figures is for the case of an inter-
nal circumferential surface crack loaded in bend-
ing.  Figure E.1 compares the best-fit curve fit 
F-function expression with the CEA tabulated 
data as a function of the R/t ratio for various 
crack lengths (c/a values) for a constant flaw 
depth of a/t = 0.4.  Figure E.2 compares the best-
fit expressions with the tabulated data as a func-
tion of crack length (c/a) for various R/t ratios 
for a constant flaw depth of a/t = 0.4.  Figure E.3 
compares the best-fit expressions with the tabu-
lated data as a function of crack depth (a/t) for 
various crack lengths (c/a values) for a constant 
R/t value of 20.  In each case, one can see that 
the agreement between the best-fit expressions 
and the tabulated data from the finite element 
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Table E.1  Best-fit curve fitting coefficients and 15 percent conservative curve fitting  
coefficients for various crack locations and loading conditions 

 Best-fit coefficients 15 percent conservative coefficients 
Internal Flaw Loaded in Tension (FT) 

S1 0.0919 0.1057 
S2 0.1517 0.1744 
S3 0.4057 0.4665 
S4 0.7066 0.8125 

Internal Flaw Loaded in Bending (FB) 
S1 0.0328 0.0377 
S2 0.1645 0.1891 
S3 0.0292 0.0336 
S4 0.5529 0.6358 

External Flaw Loaded in Tension (FT) 
S1 0.0286 0.0329 
S2 0.1529 0.1759 
S3 0.8527 0.9806 
S4 0.6847 0.7874 

External Flaw Loaded in Bending (FB) 
S1 0.0864 0.0993 
S2 0.1781 0.2048 
S3 0.6988 0.8036 
S4 0.6670 0.7670 

 
 
 

Figure E.1  Comparison of best-fit curve-fit expressions for F with numerical  
results from finite element analyses as a function of R/t ratio for  

various crack lengths for a constant crack depth of a/t = 0.4 
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Figure E.2  Comparison of best-fit curve-fit expressions for F with numerical  
results from finite element analyses as a function of crack length for  

various R/t ratios for a constant crack depth of a/t = 0.4 

 
 
 

Figure E.3  Comparison of best-fit curve-fit expressions for F with numerical results  
from finite element analyses as a function of crack depth for  

various crack lengths for a constant R/t ratio of 20 
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analyses is quite good.  Similar agreement was 
seen for the other flaw location and loading con-
dition combinations, e.g., external flaws sub-
jected to tension loading. 
 
Of note from Figures E.1 through E.3 is the fact 
that the F-functions do not appear to be that 
sensitive to R/t ratio, especially once the R/t 
ratio gets larger than about 20.  For the same 
size flaw, one can see from Figure E.1 that the 
difference in F between the value of R/t = 20 
and R/t = 100 is at most 15 to 20 percent.   
 
One limitation associated with this analysis, is 
that both the MPC data (Ref. E.1) and the CEA 
data (Ref. E.2) are limited in that they do not 
consider the case of very long cracks.  The limit 
on c/a values for the MPC data set is 32 and the 
limit on c/a values for the CEA data set is 16.  If 
one considers a crack in a pipe with an R/t ratio 
of 40 that is one-fourth of the pipe circum-
ference in length and one-half of the pipe wall 
thickness in depth, it can be seen through simple 
mathematical manipulation that the c/a value is 
20B, which is about twice the limit of the MPC 
data set and four times the limit of the CEA data 
set.  The good news however, is that the 
F-function values are starting to level off to a 
near constant value for these longer crack 
lengths, see Figure E.2.  Consequently, it may be 
possible to simply extrapolate the value for the 
F-functions at these higher c/a values.   
 
The results of these efforts have been presented 
to the ASME Section XI Pipe Flaw Evaluation 
Working Group for consideration for possible 
incorporation into a future edition of the ASME 
Code.   
 
E.1.2  Effect of R/t Ratio on Elastic-Plastic 
Fracture Mechanics (EPFM) Analyses 
 
E.1.2.1  Existing J-Estimation Schemes - The 
J-estimation schemes for surface-flawed pipes 
have elastic and plastic contributions.  The elas-
tic solutions are known since there are tabular 
elastic F-functions for global bending and axial 
tension available in the literature.  Furthermore, 
these tabulated values have been curve fit to 
simple mathematical expressions as discussed 
above. 

The elastic-plastic contributions to J are more 
difficult to establish.  During past NRC pro-
grams on piping, several circumferential 
surface-cracked-pipe J-estimation schemes were 
developed for Class 1 piping where the R/t ratios 
were less than 15.  These estimation schemes are 
available in the NRCPIPES computer code, 
Ref. E.3.  The surface-cracked pipe J-estimation 
scheme options in NRCPIPES are designated by 
the following procedures: 
 

• SC.TNP1 and SC.TNP2, 
 

• SC.TKP1 and SC.TKP2, and  
 

• SC.ENG1 and SC.ENG2. 
 
The differences in these solutions are briefly 
noted below. 
 

• SC.TNP1 is the original SC.TNP solu-
tion by Ahmad in NUREG/CR-4872, 
Ref.E.4.  This analysis used the 
360-degree GE/EPRI surface-crack 
h-functions with a thin-shell assumption 
in estimating the circumferential finite 
length surface flaw h-functions for pipes 
in bending. 

 
• SC.TNP2 is a modification by Rahman 

in NUREG/CR-6298, Ref. E.5.  This 
was a modification to the Ahmad solu-
tion where the distance from the crack 
plane to the point where the stress 
matched that of the unflawed pipe was 
modified.  This length has been cali-
brated against numerous finite element 
(FE) analyses.  The original assumption 
in the Ahmad SC.TNP solution 
(SC.TNP1) was that this distance was 
equal to the pipe thickness.  Rahman 
found that this distance (Lw) was equal 
to the pipe thickness (t) times a function 
of the material strain-hardening 
exponent (n), i.e., Lw = (n-1)*t.  This 
analysis was limited to pipes with 
R/t ≅ 7.5. 

 
• SC.TKP1 is the original SC.TKP solu-

tion by Ahmad in NUREG/CR-4872, 
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Ref. E.4.  This analysis used the 360-
degree GE/EPRI surface-crack 
h-functions with a thick-shell assump-
tion in creating the circumferential finite 
length surface flaw h-functions for pipes 
in bending. 

 
• SC.TKP2 is a modification by Rahman 

in NUREG/CR-6298, Ref. E.5.  This 
was a modification to the Ahmad solu-
tion where the distance from the crack 
plane to the point where the stress 
matched that of the unflawed pipe was 
modified.  This length has been cali-
brated against numerous finite element 
analyses.  The original assumption in the 
Ahmad SC.TKP solution (SC.TKP1) 
was that this distance was equal to the 
pipe thickness.  Rahman found that this 
distance (Lw) was equal to the pipe 
thickness (t) times a function of the 
material strain-hardening exponent, i.e., 
Lw = [(n+1)/(2n+1)]t.  Again, only pipes 
with R/t ≅ 7.5 were used to develop this 
equation. 

 
• SC.ENG1 is an estimation scheme 

developed by Rahman for circumfer-
ential surface flaws that parallels the 
circumferential through-wall-cracked 
pipe estimation scheme of Brust in 
NUREG/CR-4853 and 
NUREG/CR-6235, Refs. E.6 and E.7, 
respecttively.  The Brust circumferential 
through-wall-cracked pipe estimation 
scheme was called LBB.ENG.  
Rahman’s SC.ENG1 analysis used the 
original Net-Section-Collapse limit-load 
equations in calculating a parameter, 
H(a/t), which was equal to the thickness 
of the unflawed pipe divided by an 
equivalent thickness needed to reach 
limit-load conditions. 

 
• SC.ENG2 is an estimation scheme 

developed by Rahman for circumferen-
tial surface flaws that also parallels the 
through-wall-cracked pipe estimation 
scheme of Brust, Refs. E.6 and E.7.  
Rahman’s SC.ENG2 analysis used the 

Kurihara modification of the original 
Net-Section-Collapse limit-load equa-
tions in calculating a parameter, H(a/t), 
which was equal to the thickness of the 
unflawed pipe, divided by an equivalent 
thickness needed to reach limit-load 
conditions.  The Kurihara solution 
modified the original Net-Section 
Collapse equations empirically so they 
would be more accurate for short, deep 
flaws, Ref. E.8. 

 
Work done by Mohan and others for validation 
of the ASME FAD curve approach in Code 
Case N494-2, Ref. E.9, showed that several 
investigators obtained the same J versus moment 
values using 3D calculations and line-spring 
analyses.  The results also showed that the Code-
Case N494-2 was restricted to a maximum R/t of 
15 to avoid under predicting the crack-driving 
force, see Figure E.4.   
 
E.1.2.2  Objective of the Higher R/t Analysis - 
This task involved the development of analyses 
to evaluate circumferential surface flaws in 
nuclear pipe with radius-to-thickness (R/t) ratios 
greater than 15.  This effort used the finite ele-
ment method to assess the crack-driving force 
for higher R/t pipe.  The results were then com-
pared with existing estimation schemes available 
in the NRCPIPES computer code.  The objective 
was to determine if a correction could be applied 
to one of the schemes available in NRCPIPES to 
obtain a more accurate estimation of the J versus 
moment behavior for higher values of R/t, rather 
than to develop a new J-estimation procedure 
that required a separate option to be pro-
grammed into NRCPIPES.  This was a less 
costly option to stay within budgeting 
restrictions. 
 
E.1.2.3  Approach - The first part of this task 
was to generate J versus bending moment curves 
for pipes with internal circumferential surface 
flaws with or without internal pressure.  The 
surface flaws were centered in the plane of the 
bending on the tension side of the pipes.  The 
J values were taken at the mid-length of the sur-
face cracks, i.e., the location with maximum 
nominal tension stress.  The bending moment 
was generated by application of a rotational  
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Figure E.4  Differences in J-estimation scheme predictions for same diameter pipe  
with crack dimensions of θ/π = 0.5, a/t = 0.5 and n = 5 
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displacement to a cross-sectional plane of the 
pipe far from the crack plane.  The location was 
a sufficient distance away from the crack plane 
to minimize the effects of the loading method on 
the behavior of the crack. 
 
The pipe geometry used in the analyses con-
sisted of a fixed mean radius (Rm) of 184.7 mm 
(7.27 inches).  The pipe wall thickness (t) was 
calculated from the Rm/t ratio.  For calculations 
involving the Rm/t ratio, the value of the radius 
used in this investigation was always the mean 
radius.  Rm/t ratios of 5, 20, 40, and 60 were 
considered in the analyses.  The results for Rm/t 
of 5 were considered the baseline, since the 
NRCPIPES estimation schemes were expected 
to yield similar results at this ratio.   
 
The internal circumferential surface crack 
geometry was defined by the crack depth-to-
thickness ratio (a/t) and the crack length-to-
circumference ratio (θ/π).  Crack depth ratios 
(a/t) of 0.25, 0.50, and 0.75 were used in the 
analyses.  Likewise, crack length ratios (θ/π) of 
0.25 and 0.50 were used. 
 
The material properties for the analyses were 
typical of nuclear piping steels.  The modulus of 
elasticity (E) was 182.72 GPa (26,500 ksi) and 
the Poisson’s ratio (ν) was 0.3.  The stress-strain 
relation was assumed to obey the generic 
Ramberg-Osgood power-law hardening 
equation, 
 

,
000

n

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=

σ
σα

σ
σ

ε
ε

  (E.7) 
 
where F0 and ,0 = F0/E are the reference yield 
stress and strain, respectively, and " is a dimen-
sionless parameter.  The reference stress (F0) 
was 150 MPa (21.8 ksi).  From these data, the 
reference strain (,0) was calculated to be 
820:m/m. 
 
Four sets of problems and the associated geom.-
etry, material properties, and loading conditions 
are summarized in Table E.2.  The analyses 
were conducted using the ABAQUS® general-
purpose finite element code (Version 6.2-1). 

Finite Element Geometric Models – The finite 
element models were constructed using shell and 
line-spring elements.  A typical model is shown 
in Figures E.5 and E.6.  Only one quarter of the 
pipe was modeled due to the symmetry 
conditions.  The shell and line-spring elements 
were type S8R5 and LS3S per ABAQUS® 
notation, respectively.  There were ten equally 
spaced line-spring elements covering the one-
half length crack front in the model.  Fourteen 
(14) shell elements were geometrically spaced 
around the circumference, with smaller elements 
in the region adjacent to the crack.  The axial 
length of the quarter model was 10Dm where Dm 
is the mean diameter of the pipe. 
 
Applied Loading - Bending loads were imposed 
on the pipe section by applying a rotation at the 
far end of the pipe along a plane perpendicular 
to the axis of the pipe.  In the shell and line-
spring element models, the nodes on the far end 
of the pipe were tied to a reference node through 
the “*KINEMATIC COUPLING” command 
provided in ABAQUS®.  The rotational degree 
of freedom applied to the reference node was 
then transferred to the end of the pipe through 
this coupling constraint.  The end of the pipe 
where the rotations were applied was suffi-
ciently far from the crack plane so that there 
were no extraneous effects at the crack surface 
due to the loading. 
 
In the cases with internal pressure loading, the 
internal pressure and the associated axial load 
were applied first.  The ends of the pipe were 
allowed to freely rotate when the pressure was 
applied.  The magnitude of the axial load 
represented the end cap load from the internal 
pressure.  The rotational displacement to pro-
duce the applied moment was applied afterward.  
There was no pressure applied to the crack face 
in the cases with internal pressure loading. 
 
Finite Element Procedure Formulation - 
Small-strain formulation was used for all of the 
analyses.  The Ramberg-Osgood stress-strain 
relation of Equation E.7 conforms to the 
“*DEFORMATION PLASTICITY” definition 
of ABAQUS®; however, the 
“*DEFORMATION PLASTICITY” definition 
does not work with the line-spring element.   
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Figure E.5  A typical model using shell and line-spring elements 

 
 
 

Figure E.6  Focused view of the shell and line-spring model, looking at the  
cross-sectional plane containing the line-spring elements 
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Therefore, the material properties were defined 
by the “*ELASTIC” and “*PLASTIC” com-
mands in ABAQUS®.  The first line of the 
“*PLASTIC” command defines the plastic flow 
stress at zero plastic strain.  In the case of the 
Ramberg-Osgood stress-strain relation, the non-
linearity starts at zero stress.  Strictly speaking, 
the first line in the “*PLASTIC” command 
would have zero plastic flow stress at zero plas-
tic strain; however, ABAQUS® does not allow 
zero plastic flow stress at zero plastic strain.  
Consequently, a small finite plastic flow stress 
corresponding to zero plastic strain must be spe-
cified.  The examination of the analysis results 
revealed that the magnitude of this finite plastic 
flow stress at zero plastic strain does not affect 
the J versus moment relation, provided the initial 
flow stress was less than one-third of the 
reference yield stress, F0. 
 
E.1.2.4  Analysis Results – The results from the 
analyses are presented next. 
 
Confirmation of the Analysis Procedure - To 
ensure the quality of the results, it was necessary 
to verify that the stress and strain state at the 
cracked plane was not affected by the boundary 
conditions applied at the far end of the model.  
The deformed shell and line-spring model, 
shown in Figure E.7, demonstrates that the 
cross-section at the far end of the pipe remains 
circular.  Figure E.8 shows that the axial stress 
has the expected circumferential variation.  This 
variation is independent of axial position for 
much of the model, except in the region close to 
the crack plane.  As expected, the axial stress 
redistributes near the crack plane due to the 
reduced load-carrying capability along the 
length of the surface crack.  The deformation 
and stress contours of Figures E.7 and E.8 con-
firm that the stress and strain states in the crack 
plane are free of end effects. 
 
J versus moment Curves from Finite Element 
Analyses - One of the objectives of this task was 
to provide J versus moment curves so the J-
estimation schemes from NRCPIPES can be 
investigated at higher Rm/t ratios.  This section 
compares the J versus moment relationships 
generated from the finite element analyses.  The 
results are plotted in the following figures based 

on Rm/t ratios and internal pressure.  Figure E.9 
shows the results of J versus moment for 
Rm/t = 5.  As expected, the results in Figure E.9 
show an increase in the crack driving force as 
the crack size, both length and depth, increases.  
The plots show a slight difference with change 
in crack length and a more significant increase 
in the driving force with increase in crack depth.  
Likewise, the crack-driving force increases with 
the application of internal pressure for the same 
crack size. 
 
The results for Rm/t = 20 are shown in 
Figure E.10.  These data show similar trends to 
the Rm/t = 5 results; however, the crack-driving 
force is significantly greater at the higher Rm/t 
for the same crack geometry.  Likewise, these 
results show only a slight difference for the two 
crack lengths, but a significant difference as the 
crack depth changes. 
 
These trends are also evident in the results for 
Rm/t = 40 and Rm/t = 60, as shown in 
Figures E.11 and E.12, respectively. 
 
Following completion of the finite element 
analyses for all the cases in Table E.2, the 
J versus moment data was curve fit using a 
polynomial regression.  The regression was then 
used to normalize the J results from the 
NRCPIPES output (Jest) with respect to the J 
value from the finite element analysis (Jfe).  The 
ratio of Jest/ Jfe provides an indication of the 
accuracy in the estimation scheme. 
 
J Estimation Results from NRCPIPES - The 
NRCPIPES program was used to investigate the 
various J-estimation schemes available for pre-
dicting J versus moment behavior for internal 
circumferential surface cracks.  The six estima-
tion schemes previously discussed (SC.TNP1, 
SC.TNP2, SC.TKP1, SC.TKP2, SC.ENG1, 
SC.ENG2) were used to generate J versus 
moment curves for the cases of Rm/t = 5, 20, and 
40 and a/t = 0.5, θ/π = 0.25, and Pi = 0.  These 
corresponded to cases from the BINP Round 
Robin 2 problem set, see Appendix I.  The 
results suggested that the SC.TNP2 estimation 
scheme produced the best approximation of the 
J versus moment behavior for the higher values  
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Figure E.7  A deformed shell and line-spring model 

 
 
 
 
 
 
 
 

Figure E.8  Axial stress contours of a deformed shell and line-spring model 
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Figure E.9   J versus moment from finite element analyses for Rm/t = 5 and all a/t and  
θ/π values investigated.  (Top) no internal pressure (Bottom) internal pressure  
(Notation: rt05→ Rm/t = 5, at 25→ a/t = 0.25, cc25→θ/π = 0.25, p→pressure) 
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Figure E.10  J versus moment from finite element analyses for Rm/t = 20 and all a/t and  
θ/π values investigated.  (Top) no internal pressure (Bottom) internal pressure  
(Notation: rt20→ Rm/t = 20, at25→ a/t = 0.25, cc25→θ/π = 0.25, p→pressure) 
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Figure E.11  J versus moment from finite element analyses for Rm/t = 40 and all a/t and  
θ/π values investigated.  (Top) no internal pressure (Bottom) internal pressure   
(Notation: rt40→ Rm/t = 40, at25→ a/t = 0.25, cc25→θ/π = 0.25, p→pressure) 
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Figure E.12  J versus moment from finite element analyses for Rm/t = 60 and all a/t and  
θ/π values investigated.  (Top) no internal pressure (Bottom) internal pressure    
(Notation: rt60→ Rm/t =60, at25→ a/t = 0.25, cc25→θ/π = 0.25, p→pressure) 
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of Rm/t.  However, the SC.TNP2 method over 
predicted J at lower Rm/t values (R/t = 5) and 
under predicted J at higher Rm/t values (R/t = 20 
and 40), see Figure E.13.   
 
For each of the cases shown in Table E.2, the 
NRCPIPES program was run using the 
SC.TNP1 J-estimation scheme (Lw = t).  The 
approach was to run SC.TNP1 (Lw = t) to estab-
lish the relationship between the SC.TNP1 esti-
mation scheme and the FEA results.  Then the 
Lw parameter was varied as a function of t to 
obtain the best agreement with the FEA results.  
The results are presented in four groups based 
on the Rm/t ratio, see Figures E.14 through E.17.  
For the cases with Rm/t = 5 and no internal 
pressure, the SC.TNP1 results are shown in 
Figure E.14, along with the FEA results for 
reference (symbols only).  The method provided 
reasonable agreement with the finite element 
analyses for the larger size cracks (θ/π = 0.50 
and a/t ≥ 0.50); however, the estimation method 
under predicted the crack-driving force.  For the 
cases with shallow cracks (a/t = 0.25) the esti-
mation scheme was conservative and over pre-
dicted the crack-driving force.  For Rm/t = 5 
with internal pressure, the SC.TNP1 results are 
also shown in Figure E.14.  These results are 
similar to those without pressure, except the 
crack-driving force is higher for each crack size.  
Also, the estimation scheme for the shallow 
cracks (a/t = 0.25) is no longer conservative 
relative to the finite element results. 
 
For the cases with Rm/t = 20 and no internal 
pressure, the SC.TNP1 results are shown in 
Figure E.15.  All estimation methods provided 
non-conservative results with respect to the 
finite element analyses for the deeper cracks 
(a/t ≥ 0.50).  For the cases with shallow cracks 
(a/t = 0.25), the estimation scheme was conser-
vative and slightly over predicted the crack-
driving force.  For Rm/t = 20 with internal pres-
sure, the SC.TNP1 results are also shown in 
Figure E.15.  These results are similar to those 
without pressure, except the crack-driving force 
is also higher for each crack size.  In addition, 
the estimation scheme for the short, shallow 
crack (θ/π = 0.25 and a/t = 0.25) is no longer 
conservative relative to the finite element 
results.  However, the long, shallow crack (θ/π = 

0.50 and a/t = 0.25) showed excellent agreement 
with the finite element analysis. 
 
The cases with Rm/t = 40 and Rm/t = 60 showed 
trends very similar to those where Rm/t = 20.  
The primary difference is that the crack-driving 
force increases as the Rm/t ratio increases, for 
each crack size.  The J versus moment curves for 
Rm/t = 40 with and without internal pressure and 
Rm/t = 60 with and without internal pressure are 
shown in Figures E.16 and E.17, respectively. 
 
E.1.2.5  Correction Factor Lw for SC.TNP - 
The SC.TNP (SC.TNP1 and SC.TNP2) estima-
tion scheme allows the use of a correction 
parameter (Lw) to obtain better agreement with 
finite element analyses for particular geometry 
and material inputs.  It has been shown that the 
length parameter provides a reasonable correc-
tion when related to the pipe thickness for a 
material with a strain-hardening exponent 
between 3 and 10 (Ref. E.10).  It was decided 
that the SC.TNP method and the Lw parameter 
would be investigated as a correction mechan-
ism for higher Rm/t pipe analyses. 
 
The matrix of analyses was previously shown in 
Table E.2.  The NRCPIPES code was run for 
each of these cases using values of Lw = C1*t.  
The value of the coefficient C1 was determined 
such that J from the estimation scheme (Jest) 
was within 10 percent of the J value from the 
finite element analysis (Jfe) for the range of 
J values representative of nuclear piping materi-
als, (i.e., 88 < J < 350 kJ/m2 [500 < J < 2000 in-
lb/in2] for stainless steel welds or carbon steel 
pipe or welds where EPFM is expected).  At 
these J levels, the total J was dominated by 
Jplastic, so that inaccuracies in the Jelastic term 
in the NRCPIPES code are insignificant.  For 
comparison purposes, the cases were placed in 
four groups based on crack length and internal 
pressure.  Within these groups, the results are 
compared with respect to Rm/t ratio and crack 
depth-to-thickness ratio (a/t). 
 
The coefficient C1 is plotted as a function of 
Rm/t and a/t in Figure E.18 for the cases where 
the crack length, θ/π, was 0.25 and there was no 
internal pressure on the pipe.  The values of C1 
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Figure E.13a  J versus moment from FEA and NRCPIPES J-estimation schemes for 
Rm/t = 5, a/t= 0.5 and 2/B = 0.25 

Figure E.13b  J versus moment from FEA and NRCPIPES J-estimation schemes for  
Rm/t = 20, a/t = 0.5, and θ/π = 0.25
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Figure E.13c  J versus moment from FEA and NRCPIPES J-estimation schemes for   
Rm/t = 40, a/t= 0.5 and 2/B = 0.25 
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Figure E.14  J versus moment from FEA (symbol) and the SC.TNP1 analysis in NRCPIPES  
(symbol and line) for Rm/t = 5 and all a/t and θ/π values investigated.   

(Top) no internal pressure (Bottom) internal pressure  
(Notation as previously described) 
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Figure E.15  J versus moment from FEA (symbol) and the SC.TNP1 analysis in NRCPIPES  
(symbol and line) for Rm/t = 20 and all a/t and θ/π values investigated.   

(Top) no internal pressure (Bottom) internal pressure   
(Notation as previously described) 
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Figure E.16  J versus moment from FEA (symbol) and the SC.TNP1 analysis in NRCPIPES  
(symbol and line) for Rm/t = 40 and all a/t and θ/π values investigated.   

(Top) no internal pressure (Bottom) internal pressure  
(Notation as previously described) 
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Figure E.17   J versus moment from FEA (symbol) and the SC.TNP1 analysis in NRCPIPES  
(symbol and line) for Rm/t = 60 and all a/t and θ/π values investigated.   

(Top) no internal pressure (Bottom) internal pressure  
(Notation as previously described) 
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Figure E.18  Length correction coefficient (C1) as a function of Rm/t and  
a/t for θ/π = 0.25 and no internal pressure 

 
as a function of Rm/t and a/t are shown as circu-
lar data points.  A Gaussian regression was per-
formed on these points to yield the surface plot 
shown in Figure E.18.  This figure shows that 
the correction coefficient C1 increases slightly 
as the crack becomes deeper for the Rm/t = 5 
case and remains relatively constant at the shal-
low crack depth a/t = 0.25 for the range of Rm/t 
values analyzed.  However, the coefficient 
increases significantly as both Rm/t and a/t 
increase. 
 
Figure E.19 shows the plot of C1 as a function 
of Rm/t and a/t for the cases where the crack 
length, θ/π, was 0.50 and there was no internal 
pressure on the pipe.  This plot shows that the 
correction coefficient C1 increases and then 
decreases as the crack becomes deeper for 
Rm/t = 5 and remains relatively constant at the 
shallow crack depth a/t = 0.25.  Again, the coef-
ficient increases as both Rm/t and a/t increase; 
however, the corresponding increase in the value 
of C1 is much less for the longer crack length, 
compared to the results in Figure E.18.  The 
shape of the regression surface suggests that the 
value of C1, as a function of Rm/t, reaches a 

maximum at a/t < 0.75, as the rate-of-change of 
C1 decreases at greater crack depths.  This trend 
was not evident in the plot of Figure E.18 for the 
shorter crack length.   
 
Figure E.20 shows the plot of C1 as a function 
of Rm/t and a/t for the cases where the crack 
length, θ/π, was 0.25 and internal pressure was 
applied to the pipe.  The trends are similar to the 
previous surface plots, with the coefficient C1 
increasing as both Rm/t and a/t increase.  Also, 
the value of C1 is relatively constant for the 
shallow crack (a/t = 0.25) at all values of Rm/t 
and for Rm/t = 5 at each crack depth.  Likewise, 
the shape of the regression surface suggests that 
the value of C1, as a function of Rm/t, reaches a 
maximum at a/t < 0.75, where the rate-of-
change of C1 decreases with increasing crack 
depth. 
 
The last group of results is shown in Figure E.21 
for a crack length, θ/π, of 0.50 and internal pre-
ssure applied to the pipe.  Again, the value of C1 
increases as both Rm/t and a/t increase.  This 
plot also suggests a maximum value of C1 
occurs at crack depths less than a/t = 0.75. 

a/t 
R/t 

C1 
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Figure E.19  Length correction coefficient (C1) as a function of Rm/t and  
a/t for θ/π = 0.50 and no internal pressure 

 

Figure E.20  Length correction coefficient (C1) as a function of Rm/t and  
a/t for θ/π = 0.25 with internal pressure applied to produce  

a longitudinal stress equivalent to Sm/2 
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Figure E.21   Length correction coefficient (C1) as a function of Rm/t and  
a/t for θ/π = 0.50 with internal pressure applied to produce  

a longitudinal stress equivalent to Sm/2 

 
J Versus Moment as a Function of n - In 
addition to the previous results, a brief analysis 
was conducted on the influence of the material 
strain-hardening exponent on the J versus 
moment relationship for one pipe geometry.  
The analysis was conducted using the pipe 
model with Rm/t = 5 and a flaw geometry of a/t 
= 0.5 and θ /π= 0.50.  There was no internal 
pressure applied to the pipe.  Figure E.22 shows 
the J versus moment results from both the finite 
element analyses, the lines with symbols, and 
the SC.TNP2 analysis in the NRCPIPES code 
where the Lw term for the SC.TNP2 analysis has 
been multiplied by a value of C1 that results in 
an acceptable match (within 10 percent) with the 
FEA results, lines only.  The results indicate a 
linear increase in the value of the coefficient C1 
as a function of increasing strain-hardening 
exponent between n = 3 and n = 10, see 
Figure E.23. 
 
E.1.2.6  Discussion - The J versus moment rela-
tions from the finite element analyses shown in 
Figures E.9 thorugh E.12 are typical of those for 
circumferentially surface-cracked pipe.  As 
expected, the crack-driving force increased as 

the crack size, length and depth, increased for a 
given pipe geometry.  In addition, the crack-
driving force was greater for the pipe and crack 
geometries that were subjected to internal pres-
sure.  As the radius-to-thickness ratio (Rm/t) 
increased, the crack-driving force also increased, 
as expected. 
 
The initial analyses of the various J-estimation 
schemes available in NRCPIPES showed that 
the SC.TNP2 and SC.ENG2 estimation schemes 
produced conservative results compared with the 
finite element analysis for Rm/t = 5, i.e., the 
analysis overpredicted the FEA J values.  The 
other schemes produced non-conservative 
estimations, see Figure E.13a.  However, for the 
higher Rm/t pipe, all of the estimation schemes 
in NRCPIPES produced non-conservative 
results for the model with a crack depth of 
a/t = 0.5 and a crack length of θ/π = 0.25.  (The 
one exception is that the SC.TKP analyses were 
very conservative for the R/t = 40 case.  This 
estimation scheme (SC.TKP) is known to have 
significant problems outside the range for which 
the influence functions GN were developed, 
5 < R/t < 20, Ref. E.5).  These analyses were  

a/t 

R/t 

C1 
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Figure E.22  J versus moment as a function on strain-hardening exponent (n) 

 
 
 
 
 

Figure E.23  C1 versus strain hardening exponent (n) relationship 
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conducted for a material with a strain-hardening 
exponent of 5.   
 
Consequently, the Lw parameter within the 
SC.TNP method was used to calculate a correc-
tion factor for estimating the J versus moment 
response of higher Rm/t pipe.  The Lw input 
parameter to SC.TNP was calculated as a func-
tion of the pipe thickness, t, as Lw = C1*t.  For 
the various pipe and crack geometries, the 
values of C1 plotted as a function of Rm/t and 
a/t generated the surface plots shown in 
Figures E.18 through E.21.  A Gaussian 
regression analysis of the surface produced a 
relationship of the form shown in Equation E.8. 
 
 
 
 
 
 
  

(E.8) 
 

The results of the regression analyses for the 
four surfaces shown in Figures E.18 through 
E.21 are summarized in Table E.3.  Note, the 
coefficients prescribed for Equation E.8 in 
Table E.3 were developed for the case where the 
strain hardening exponent (n) was 5.  Hence, 
Equation E.8 using these coefficients is only 
valid for this case, n=5.  Budgetary constraints 
precluded the development of these coefficients 
for other values of the strain hardening expon-
ent.  However, for most nuclear grade pipe 
materials, whether they be carbon or stainless 
steel, the value of n will be close to five such 
that this limitation was not deemed to be that 
great.   
 

Within the bounds of the pipe and crack geome-
try parameters investigated, the coefficient C1 is 
used to calculate the NRCPIPES reference 
length input parameter Lw as Lw = C1*t, where t 
is the thickness of the pipe.  The use of this 
parameter in the SC.TNP estimation scheme has 
been shown to produce a J versus moment 
response within ±10 percent of the results from 
the finite element analysis using the line-spring 
and shell element model previously described. 
 
Figures E.24 through E.27 show comparisons of 
the J versus moment results from the revised 
SC.TNP analysis (Lw = C1*t; closed diamonds 
in the figures) with FEA results (open diamonds) 
from Figures E.9 through E.12 for the case of a/t 
= 0.5, 2/B = 0.25, no internal pipe pressure, and 
R/t = 5, 20, 40, and 60, respectively.  The same 
material property data as prescribed in Table E.2 
that were used in the development of the FEA 
results for Figures E.9 through E.12 were used 
for these SC.TNP analyses.  It can been seen 
from these figures that the revised SC.TNP 
analysis using the revised reference length 
parameter (Lw = C1*t) does an excellent job of 
matching the FEA results for the same test cases 
for all values of R/t ratio.  In fact, the agreement 
between the SC.TNP results and the FEA results 
is near perfect at the higher R/t ratios (R/t = 40 
and 60).  As a check for other cases, a second 
analysis was conducted for the case of the longer 
but shallower crack (2/B = 0.5 and a/t = 0.25), 
R/t = 40, and an internal pipe pressure of 
3.055 MPa (equivalent to 0.5 Sm).  The results of 
that comparison between the revised SC.TNP 
analysis and the FEA analysis are shown in 
Figure E.28.  As can be seen from that figure,the 
agreement is still quite good for this other case.  

Table E.3  Surface regression coefficients 

Coefficient 
θ/π = 0.25 

Pi = 0 
θ/π = 0.50 

Pi = 0 
θ/π = 0.25 
Pi = f(Sm) 

θ/π = 0.50 
Pi = f(Sm) 

a1 18.8942 5.02094 25.1609 3.69173 
b 0.193618 0.199894 0.198097 0.231661 
c 29.009 36.4407 31.7623 46.5544 

xo 0.752846 0.665584 0.68709 0.60135 
yo 59.2929 58.0279 63.3041 61.7603 
R2 0.9934 0.9841 0.9885 0.9018 
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Figure E.24  Comparison of J versus moment response between the  
revised SC.TNP analysis (Lw = C1*t) and FEA analysis for the  

case of a/t = 0.5, 2/B = 0.25, no pressure, and R/t = 5 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure E.25  Comparison of J versus moment response between the  
revised SC.TNP analysis (Lw = C1*t) and FEA analysis for the  

case of a/t = 0.5, 2/B = 0.25, no pressure, and R/t = 20 

a/t = 0.5; 2/B = 0.25; 
no pressure, R/t = 5 

a/t = 0.5; 2/B = 0.25; 
no pressure, R/t = 20 
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Figure E.26  Comparison of J versus moment response between the  
revised SC.TNP analysis (Lw = C1*t) and FEA analysis for the  

case of a/t = 0.5, 2/B = 0.25, no pressure, and R/t = 40 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure E.27  Comparison of J versus moment response between the  
revised SC.TNP analysis (Lw = C1*t) and FEA analysis for the  

case of a/t = 0.5, 2/B = 0.25, no pressure, and R/t = 60 

a/t = 0.5; 2/B = 0.25; 
no pressure; R/t = 60 

a/t = 0.5; 2/B = 0.25; 
no pressure; R/t = 40 
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Figure E.28  Comparison of J versus moment response between the  
revised SC.TNP analysis (Lw = C1*t) and FEA analysis for the  

case of a/t = 0.25, 2/B = 0.50, pressure = 3.055 MPa, and R/t = 40 

 
Consequently, Equation E.8 could be used in a 
spreadsheet analysis, where that value could be 
used in the existing SC.TNP analysis in the 
NRCPIPES code (Version 3.0).  It should be 
noted that this would produce a more accurate 
solution for the crack-driving force.  The mater-
ial resistance, however, will be underestimated 
when using a typical L-C orientated specimen.  
This would be due to anisotropy and constraint 
issues, which are not addressed in this report.  
The anisotropy and constraint aspects could 
cause the actual surface-cracked pipe fracture 
resistance to increase by a factor of 3 to 5. 
 
Finally, it should also be noted that there is 
evidence from the large strain analysis of Miura 
(see the results for the Second Round Robin in 
Appendix I), that for cases where Rm/t = 40 or 
greater there may be localized buckling that was 
not captured by the small-strain analyses 
required to be used with line-spring elements.  
The localized buckling gives lower failure loads; 
hence, this estimation procedure may over-
estimate the maximum loads in those cases.  The 
precise limits on this estimation procedure have 
not been explored in this work. 

E.1.3  Effect of R/t Ratio on Limit-Load 
Analyses 
 
As part of the Degraded Piping (Ref. E.10) and 
Short Cracks (Ref. E.7) programs it was found 
that the pipe R/t ratio had an effect on the load-
carrying capacity of surface cracked pipe that 
failed under limit-load conditions, see 
Figure E.29.  As can be seen in this figure, for 
relatively small diameter (6- to 16-inch 
diameter) pipe experiments with surface cracks 
in the base metal of relatively high toughness 
stainless steel pipes which should have failed 
under limit-load conditions, the ratio of maxi-
mum experimental stress to the Net-Section-
Collapse (Ref. E.11) decreased as the pipe R/t 
ratio increased.  This was attributed to 
ovalization effects as the pipes ovalized during 
bending such that the effective moment of 
inertia (i.e., bending resistance) decreased more 
for the thinner pipes tested.   
 
The experimental data available from 
References E.10 and E.7 are limited to R/t ratios 
less than 20.  For Class 2, 3, and Balance of 
Plant piping, the R/t ratios may be significantly 
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Figure E.29  Plot of the ratio of the experimental stress to the  
predicted stress as a function of pipe R/t ratio for pipes  

expected to fail under limit-load conditions 

 
greater than 20.  As such one of the original 
objectives of this overall effort was to develop 
additional experimental data for the case where 
the R/t ratio approached 40 to 50.  However, 
during the course of this program it was decided 
to eliminate the proposed effort from the work 
scope due to the limited resources available.  
The cost to conduct the single experiment 
proposed was deemed to be prohibitive in light 
of the available funding available.  
 
E.2  Effect of Lower Operating 
Temperatures for Class 2, 3, and BOP 
Piping on the Transition Temperature 
Behavior of Ferritic Pipes 
 
The ASME Section XI pipe flaw evaluation 
criteria only apply to Class 1 piping.  There is a 
desire in the industry to expand the Code pro-
cedures to Class 2, Class 3, and balance-of-plant 
(BOP) piping.  Most of this piping is ferritic 
material.  Oftentimes these pipes operate at 
lower temperatures.  The current Appendix H 
ferritic pipe flaw evaluation procedures in 
Section XI of the ASME Boiler and Pressure 
Vessel Code currently requires that for pipe 
operating below 93ºC (200ºF), the use of a linear 

elastic fracture toughness value of 
JIc = 45 in-lb/in2 (KIc = 35.5 ksi√in) be used, 
Ref. E.12.  This toughness is equivalent to 
lower-shelf brittle fracture toughness behavior.  
Hence, a key question to be addressed is to 
determine if ferritic pipe with a surface crack 
actually exhibits brittle fracture initiation 
behavior at lower operating temperatures.  If 
upper-shelf behavior for the start of ductile tear-
ing can be demonstrated for all commonly used 
nuclear ferritic piping steels, then the flaw 
assessment rules can be simplified, and there 
will be larger flaw size tolerances.  This work 
could lead to a simplified method to assess if 
upper-shelf flaw assessment rules can be 
extended to Class 2/3/BOP piping at lower 
operating temperatures.   
 
The objective of this effort was to develop an 
initial procedure to assess the lowest tempera-
ture that ductile fracture initiation behavior 
might be expected for a surface crack in ferritic 
nuclear grade pipe.  This involves a methodol-
ogy to account for constraint effects on the duc-
tile fracture initiation temperature and relating 
that back to Charpy impact data for typical fer-
ritic pipe materials.  This draft procedure could 
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then be the basis for future validation tests.  If 
found to be reasonable, then this procedure 
could be used in the ASME pipe flaw evaluation 
procedures as a screening criterion to determine 
if LEFM or EPFM fracture will occur. 
 
E.2.1  General Methodology 
 
There are two main differences between Class 1 
and Class 2/3/BOP piping.  As previously 
discussed, Class 2/3/BOP piping has a higher 
ratio of pipe diameter-to-thickness than Class 1 
pipe.  Therefore, new F-functions and elastic-
plastic fracture mechanics (EPFM) solutions are 
needed.  (See prior discussions earlier in this 
appendix.)  Also, Class 2/3/BOP piping operates 
at lower temperatures.  Past results, primarily 
from the oil and gas industries, show that the 
constraint effects of surface cracks in ferritic 
pipe under global bending or pressure loading 
may result in a significantly lower brittle-to-
ductile transition temperature than for a through-
wall crack in the pipe or from standard C(T) or 
Charpy tests results. 
 
There are three optional approaches that can be 
taken to determine the lowest temperature where 
ductile fracture occurs.  These are; 
 

• Option 1- Use a specimen that closely 
simulates the constraint conditions and 
anisotropy that exists for the surface 
crack in a pipe.  As will be shown later, 
it is believed a fixed-grip single-edge-
notched tension (SENT) test with the 
crack growing in the radial direction, 
i.e., L-R orientation for a circumferen-
tial surface crack and C-R direction for 
an axial surface crack, has the same con-
straint conditions as a surface-cracked 
pipe.  Although there are some test data 
to support this approach, validating pipe 
tests should be conducted. 

 
• Option 2 - Use standard C(T) specimen 

test data with a correction for constraint 
effects on transition temperature and 
upper-shelf toughness, or 

 
• Option 3 - Use Charpy energy or shear 

area percent curves with temperature 

shifts to account for dynamic loading, 
thickness effects, and constraint effects 
to estimate the lowest temperature 
where ductile fracture initiation will still 
occur.  If only a few Charpy test data 
points exist, then a procedure for esti-
mating the entire Charpy transition 
curve needs to be used. 

 
In many cases, the available data for 
Class 2/3/BOP piping will at best consist of 
Charpy impact energy and percent shear area 
values at a specified temperature such as 0ºC 
(32ºF), 10ºC (50ºF), or room temperature.  
Seldom is there a full Charpy transition curve, so 
that a procedure is needed to estimate the full 
Charpy curve from a few data points.  Option 3 
is the mostly likely method to be used.   
 
Another approach based on the use of Option 3 
procedure is to assess from a database of Charpy 
energy versus temperature curves what is the 
reasonable bound Charpy energy/shear area 
percent curves for a class of ferritic pipe steels.  
The lowest temperature for ductile fracture 
initiation for that class of steels can then be 
estimated.  (This temperature will shift with the 
thickness of the pipe.)  If that lower-bound tem-
perature were less than the lowest temperature 
that the plant could operate at, then one would 
anticipate that that class of steels would always 
initiate in a ductile manner.  This might provide 
a simple screening criterion to determine if 
LEFM or EPFM fracture is anticipated, and 
would be very useful for ASME or other Code 
applications. 
 
The Option 3 procedure was the focus of this 
effort.  The details of this procedure involve the 
following steps.  Much of this methodology 
comes from older gas pipeline work and, as 
such, may be new terms that are not familiar to 
engineers dealing with nuclear piping.  
Table E.4 also gives a summary of the new 
terms and definitions to be used throughout this 
report. 
 
1. Use Charpy V-notch impact specimen data 

to determine the transition temperature 
corresponding to an 85 percent shear area 
(Tc).
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Table E.4  Definition and equivalence of different transition temperature fracture parameters 

 
Fracture Parameter Definition Equivalent to Related to 

Fracture initiation 
transition temperature 
(FITT(SC)) of surface-
cracked pipe under 
quasi-static loading. 

Lowest temperature for 
ductile fracture initiation 
of a surface-cracked pipe 
(axial or circumferential 
flaw) under quasi-static 
loading. 

Believed to be equivalent to 
transition temperature of 
fixed-grip SENT specimen 
(L-R orientation for 
circumferential crack and C-R 
orientation for axial crack) 
under quasi-static loading 

Figure E.40a shows 
surface crack to through-
wall crack FITT 
differences. 

Fracture initiation 
transition temperature 
(FITT(TWC)) of  a 
through-wall-cracked 
(TWC) pipe under 
quasi-static loading. 

Lowest temperature for 
ductile fracture initiation 
of a TWC in a pipe (axial 
or circumferential flaw) 
under quasi-static loading. 

Transition temperature of 
bend-bar or C(T) specimen.  
(L-C orientation for 
circumferential TWC and C-L 
orientation for axial TWC) 

From full-scale ferritic 
pipe test data, FITT(TWC) 
is 33 to 50ºC lower than 
FPTT. 

Fracture propagation 
transition temperature 
(FPTT) of through-
wall-cracked pipe 

Lowest temperature 
where a dynamically 
propagating through-wall 
crack is ductile. 

Experimentally shown to be 
equal to 85% shear area 
transition temperature of full-
thickness DWTT specimen. 

Related to Charpy 85% 
transition temperature as a 
function of the pipe 
thickness (validated for 
lower yield strength line-
pipe steels and nuclear 
grade ferritic pipe). 

Charpy V-notch 
impact transition 
temperature (Tc) 

85% transition 
temperature of standard 
Charpy specimen. 

Can also examine energy 
versus temperature curve if 
shear area percent not rated.  
(Not valid to use energy 
transition temperature for 
materials that have energy 
changes on upper shelf). 

Can be determined by 
knowing the temperature 
and shear area percent of 
a few specimens.  
Correlations for other 
thickness Charpy 
specimens exist. 

 
 
2. Relate the Charpy transition temperature 

(Tc) to the full-thickness transition tem-
perature for dynamic fracture.  This cor-
responds to a term called the fracture 
propagation transition temperature (FPTT).  
For gas pipelines steels, this is commonly 
determined from the drop-weight tear test 
(DWTT), Ref. E.13, where the temperature 
corresponding to 85 percent shear area in the 
DWTT is equal to the FPTT.  There are 
correlations between the Charpy and the 
DWTT 85 percent shear area transition 
temperatures. 

 
3. Relate the FPTT to the fracture initiation 

transition temperature (FITT) for a through-
wall crack (TWC) in the pipe.  The differ-
ence between the FITT and FPTT comes 
from fracture behavior of ferritic steels 
being sensitive to strain rate. 

 
4. Relate the FITT for a through-wall crack to the 

FITT for a surface crack (SC).  Constraint 
effects shift the fracture initiation transition 
temperature as a function of surface-crack 
depth. 

 
5. The resulting FITT for a surface crack in a pipe 

corresponds to the lowest temperature where 
ductile fracture behavior will occur under 
quasi-static loading and can be calculated by 
knowing the upper-shelf toughness. 

 
The technical background for these steps in the 
Option 3 procedure is given below.  Following that, 
each step of the methodology is described along 
with an example calculation.  An example of the 
estimated lowest operating temperature for ductile 
fracture initiation that is expected for A106B pipe is 
given. 



 

E-36 

 
E.2.2  Technical Background  
 
The methodology developed for the Option 3 
approach uses some terms not frequently used in 
the nuclear industry, but are familiar in the oil 
and gas industry, hence this background is 
described in detail.  The Option 3 approach 
starts off by using the Charpy impact specimen 
data for the pipe material as the initial input.  
Through a series of adjustments to account for 
loading rate, thickness, and constraint effects; 
the approximate fracture initiation transition 
temperature (FITT) is determined for a piping 
material with a surface crack.  The FITT is the 
lowest temperature where ductile fracture is 
expected to occur, so that the failure stress of the 
flawed pipe remains relatively constant at higher 
temperatures (not accounting for strength or 
upper-shelf toughness changes with increasing 
temperature).  The methodology is the same for 
an axial or circumferential surface crack. 
 
First of all, the general approach is to relate the 
dynamic transition temperature for crack 
behavior from Charpy impact tests to the mini-
mum temperature for quasi-static ductile fracture 
initiation for a surface-cracked pipe.  The 
minimum temperature where a through-wall 
crack might propagate as a ductile fracture was 
termed the fracture propagation transition 
temperature (FPTT) in the oil and gas industry 
back in the 1950’s.  It was highly desired not to 
have long-running brittle fractures in gas 
pipelines, of which there were some early cases 
of brittle fractures of 5 to 15 kilometers in 
length.  Full-scale tests showed that the standard 
thickness Charpy test was not sufficient to 
determine the FPTT.  Consequently, a full-
thickness impact test called the drop-weight tear 
test, DWTT, (Ref. E.13) was developed.  Note 
that the DWTT is not the same as the drop-
weight test (Ref. E.14) used in reactor pressure 
vessel surveillance work.  A drop-weight-tear 
test (DWTT) specimen is shown in Figure E.30 
along with a Charpy specimen in the C-L 
orientation (through-wall axial crack growth 
direction).  Figure E.31 shows the comparison of 
shear area percent values from 99 full-scale pipe  

burst tests and 37 DWTT, Ref. E.15.  The gas 
pipeline industry typically stipulates that when the 
DWTT specimens had 85-percent shear area or 
more, then in the full-scale test the material was 
fully ductile (100% shear area) for a dynamic 
propagating crack.  This 85-percent shear area 
transition temperature (85% SATT) is therefore 
equal to the FPTT, or the minimum temperature 
where an unstable growing crack will be ductile. 
 
In the case that DWTT data does not exist, 
empirical equations between the Charpy test and the 
DWTT test can be used.  It is assumed here that for 
ferritic nuclear piping steels there are no DWTT 
data, so that these correlations need to be used.  
From past testing results, it has been determined 
that the FPTT will vary to the square root of the 
thickness of the material, Ref. E.16.  This is shown 
in Figure E.32 and Figure E.33 for gas linepipe 
steels having similar strength, chemistry, and 
fabrication histories to nuclear ferritic pipes.   
 
The next step is to account for the strain-rate effect 
on the transition temperature shift between a 
propagating through-wall crack (FPTT) and the 
initiation of a through-wall crack (fracture initiation 
transition temperature or FITT(TWC)).  
Experimental data from ferritic linepipe steels with 
comparable strengths to nuclear ferritic pipe steels 
show that there is a shift in the dynamic to quasi-
static transition temperature of about 33ºC to 50ºC 
(60°F to 90ºF), see results in Figure E.34 and 
Figure E.35 from Kiefner (Ref. E.17).  These 
figures show the results from full-scale axial 
through-wall-cracked pipe burst tests (keeping the 
flaw size constant), and DWTT test results.  To put 
them on a common plot, the upper-shelf burst 
pressure for the pipe tests was normalized to 
100 percent, and when the DWTT specimen had 
100 percent shear area that was 100 percent ductile 
failure.  The FITT(TWC) occurs when the pipe 
failure pressure just started to drop from the upper-
shelf value.  The shift in temperature between the 
FITT(TWC) and FPTT then is due to the strain-rate 
effects.  (Again note that the FPTT coincides with 
the 85 percent shear-area transition temperature of 
the DWTT specimen.)   
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Figure E.30  Photo showing a Charpy and full-thickness DWTT specimens on a pipe 

 
 
 
 
 
 

Figure E.31  Comparison of fracture appearances (percentage of shear area  
on the fracture) from full-scale dynamic crack propagation results  

to impact results from the DWTT 
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Figure E.32  Results showing the transition curve differences between a  
2/3-thickness Charpy specimen and DWTT specimens  

of different thicknesses from the same material 

 
 
 
 

Figure E.33  Experimental results from several investigators  
showing the effect of thickness on the difference between  

the Charpy and DWTT 85% SATT, Ref. E.16 
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Figure E.34  Axial through-wall-cracked pipe and DWTT data showing the temperature shift  
from the FITT to the FPTT for linepipe steel – Case 1, Ref. E.17 

 

Figure E.35  Axial through-wall-cracked pipe and DWTT data showing the temperature shift  
from the FITT(TWC) to the FPTT for linepipe steel – Case 2, Ref. E.17 
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In the event that actual quasi-static fracture 
toughness data is available for the material of 
interest, the FITT(TWC) can directly be deter-
mined from C(T) or bend-bar specimen tests at 
various temperatures. Figure E.36 shows the 
comparison of bend-bar specimen transition 
temperature and full-scale axial through-wall-
cracked pipe test results, Ref. E.18.  Note that 
for the through-wall crack, the bend-bar gave the 
same FITT as the pipe tests.  Since bend-bar and 
C(T) specimens have similar constraint condi-
tions, either should give the FITT for a through-
wall-cracked pipe. 
 
The next step is to account for the difference in 
the transition temperature from a through-wall 
initiating crack to the initiation of a surface 
crack, i.e., determine the surface-cracked-pipe 
FITT (FITT(SC)).  This difference occurs due to 
constraint effects at the crack tip.  The bend-bar 
and C(T) specimens have a large degree of 
bending which increases the triaxial stresses at 
the crack tip.  On the other hand, the surface 
crack has mainly membrane loading in the liga-
ment giving lower triaxial stresses and constraint 
at the crack tip.  The higher triaxial stresses will 
trigger cleavage failure earlier.  This can some-
what be seen from data by Kiefner in comparing 
the FPTT from the DWTT to the surface-
cracked pipe FITT results.  In Figure E.37, 
Kiefner showed this difference was greater than 
75°C (136ºF), which was more than for the 
through-wall-cracked pipe results in Figure E.34 
and Figure E.35.   
 
Additional pipe test data are available from 
Sugie (Ref. E.19) or base metal Grade B pipe 
with surface cracks having an a/t of 0.5 with a 
machined V-notch.  In this case, Sugie had 
CTOD bend-bar specimen results that normally 
would give the through-wall-crack fracture 
initiation transition temperature.  From these 
surface-cracked pipe tests, a shift in the FITT 
from the through-wall crack to the surface crack 
was observed to be from 40ºC (72ºF) to more 
than 95ºC (171ºF), see Figure E.38.  Hence, 
these full-scale pipe test results showed a 
significant shift in the brittle-to-ductile transition 
temperature for fracture initiation between a 
through-wall crack and a surface crack. 
 

To further explore the surface-crack to through-
wall-crack FITT differences, Wilkowski conducted 
a program for the American Gas Association’s 
(A.G.A.) Welding Supervisory Committee, 
Ref. E.20.  In this program, it was postulated that a 
fixed-grip SEN(T) specimen with the crack in the 
L-R orientation would simulate anisotropic and 
constraint effects that a surface crack in a pipe 
would experience.  A schematic of this specimen is 
shown in Figure E.39.  Later in Reference E.21, this 
same specimen was further optimized for testing so 
that there was a straight fatigue crack produced with 
the use of blunt side grooves and a scalloped notch, 
see photo in Figure E.39. 
 
In the initial A.G.A. work by Wilkowski, three 
different ferritic linepipe materials were tested that 
had a combination of two thickness and two 
strengths.  The initial program used a double-clip 
gage method to determine the CTOD values, along 
with d-c electric potential data to determine the 
point of crack initiation.  In addition to the L-R 
SEN(T) specimens meant to simulate surface-crack 
constraint conditions, t by 2t COD bend-bar speci-
mens in the L-C orientation were also tested.  This 
orientation is for a through-wall crack growing 
around the circumference, and based on past experi-
mental results should represent the constraint condi-
tion similar to a through-wall crack in the pipe 
(Ref. E.18).   
 
The bend-bar CTOD values at crack initiation were 
determined using the d-c electric potential method 
and standard procedures to calculate the CTOD 
values from a crack-mouth-opening displacement 
measurement.  Hence, the difference in the bend-
bar and SEN(T) specimens were expected to be 
similar to the differences between a through-wall 
crack and a surface crack in a pipe.  Since tests 
were conducted at various temperatures, the com-
parisons in Figure E.40a show the differences in the 
fracture initiation transition temperatures (FITT) of 
the surface crack relative to the through-wall crack.  
Figure E.40b shows the differences in the upper-
shelf toughness values.  The differences in the 
upper-shelf toughness values may be due to a 
combination of constraint and anisotropy of the 
ferritic steel used, whereas the transition 
temperature effects are not affected by anisotropy.  
This assumption that the transition temperature is 
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Figure E.36  Comparison of t x 2t CTOD transition temperature with axial  
through-wall-cracked 48-inch (1,219-mm) diameter  

pipe fracture data, Ref. E.18 

 
 
 
 

Figure E.37  Results from Kiefner showing surface-flawed pipe results  
relative to FPTT from DWTT data, Ref. E.17 

 



 

E-42 

Figure E.38  Results from Sugie showing surface-flawed pipe results  
relative to bend-bar FITT, Ref. E.19 

 
 
 

Figure E.39  Fixed-grip SEN(T) specimen  
(Side-grooves in photo not illustrated in sketch) 
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(a)  Transition temperature shifts 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b)  Upper shelf CTOD values 
 
 
 
 

 
 
 
 
 

Figure E.40  Results from Ref. E.20 in comparing transition temperatures of  
bend-bar specimens and fixed-grip SEN(T) specimen 
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not significantly affected by the anisotropy is 
illustrated in Figure E.41 (obtained from WRC 
Bulletin 175, Ref. E.22).  This figure shows 
Charpy specimens in different orientation had 
different absorbed energies, but the brittle-to-
ductile transition temperatures were about the 
same. 
 
Figure E.40a therefore is expected to provide an 
initial estimate of the trends of the difference in 
the FITT for a surface crack versus the through-
wall crack.  Also knowing that: 
 

1. the FITT to FPTT transition temperature is 
estimated to be 33 to 50ºC based on the 
results in Figure E.34 and Figure E.35 
 

2. the full-scale FPTT can be determined 
from the DWTT which is related to the 
Charpy transition temperature through the 
experimental data trends in Figure E.33, 

 
then the transition temperature for a surface-
cracked pipe by any combination of test data and 
empirical correlations can be determined.  
Obviously using a test specimen like the SEN(T) 
specimen in the L-R orientation should give the 
most accurate result, whereas the Charpy data is 
the most readily available data, and requires the 
use of several empirical relationships that are 
valid for this class of ferritic steels.  Note that if 
only a few Charpy shear area versus temperature 
values are known, then a statistical temperature 
relationship such as that shown in Figure E.42 
could be used to determine the Charpy 85 per-
cent shear area transition temperature (TC).  
Also, if the Charpy specimens have a thickness 
less than the standard size (10 mm), then 
Figure E.43 can be helpful in determining the 
difference between the Charpy and DWTT 
85 percent shear area transition temperatures.  
 
The following section shows how the above data 
and trend curves can be used to assess the lowest 
temperature where ductile fracture is anticipated 
in A106 Grade B pipe with either a through-wall 
crack or a surface crack when only Charpy data 
are available.  Of particular interest is to 
examine the trend curves from a statistical 
evaluation of Charpy data for A106 B pipe to 
see if some preliminary guidelines can be 

established.  Afterwards, this relationship is 
compared to results from a number of other full-
scale pipe tests available in the literature. 
 
E.2.2.1  Charpy Input Data 
 
The analysis methodology begins by using the 
Charpy impact energy data to determine the tran-
sition temperature corresponding to an 85 percent 
shear area.  Depending upon the source of the test 
material used to develop the Charpy energy data, 
the test specimens may vary in size.  Typical Class 
2/3/BOP piping, for example, may be too thin to 
yield full-thickness test specimens.  Since the tran-
sition temperature is a function of thickness, the 
specimen size used to develop the input data must 
be known. 
 
The shear area versus temperature data from full-
thickness Charpy test specimens for both the C-L 
and L-C orientations from the PIFRAC database 
(Ref. E.23) is given in Figure E.44.  The L-C data 
were not necessarily from the same pipes as the C-L 
data.  If so then it would be expected that the 
average transition temperature curves should be 
virtually identical.  Nevertheless, the difference of 
the average transition temperature curves is only 
about 10ºC (18ºF) for these two data sets.  The 
average Charpy full-thickness specimen 85 percent 
shear area transition temperature (Tc) is approxi-
mately 70ºC (158ºF) for these data, which is 
probably representative of most A106B pipes, but a 
more complete database should be established 
before any general rules should be applied.  (Note, 
the results in Figure E.44 appear to be close to the 
1972 results presented in Figure E.41).  
Additionally, one might want to use a mean plus 
one standard deviation TC value instead of a mean 
value. 
 
E.2.2.2  Drop-Weight Tear Test Transition 
Temperature 
 
The drop-weight tear test (DWTT) is representative 
of full-thickness impact behavior.  If experimental 
data exist from DWTT of the pipe material, the 
analysis can begin at Step 2 using these data to 
estimate the 85 percent shear area transition 
temperature (Td).  Otherwise, the DWTT transition 
temperature (Td) can be calculated using the curves
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Figure E.41  Charpy energy curves for A106B – WRC Bulletin 175 (Ref. E.22)  
(Orientation D is for circumferential surface flaw Orientation A is for axial  

through-wall flaw – typically reported) 

 
  

Figure E.42  Normalized fit of Charpy shear area transition curves  
from lower-strength linepipe steels (Ref. E.15) 
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Figure E.43  Relationship between DWTT and Charpy 85% shear area transition temperatures 
(SATT) as function of Charpy specimen thickness (Ref. E.15) 

 

Thickness of pipe, inch 

D
W

T
T

-C
ha

rp
y 

85
%

 S
A

T
T

, F



 

E-47 

 
Figure E.44  Shear area versus temperature from full-thickness  

Charpy test data for A106B taken from PIFRAC database, Ref. E.23 
 
in Figure E.43 which shows a transition tem-
perature correction curve based on material 
thickness from DWTT results and Charpy speci-
men thickness which is based on experimental 
data for X52 and X60 linepipe steels.  The low-
est curve represents full-size Charpy behavior 
and was calculated based on the transition tem-
perature being proportional to 1/√t and a 
function of the material yield strength.  The 
thickness-temperature difference shift increases 
as the yield strength increases.  While the curves 
in Figure E.43 are based on an average yield 
strength of 400 MPa (58 ksi), it is believed to be 
applicable for typical ferritic pipe in the 
Class 2/3/BOP applications. 
 
The curves shown in Figure E.43 are used to 
estimate the shift in the transition temperature 
due to material thickness.  For instance, a 
12.7-mm (0.5-inch) thick pipe material will 
require an offset of approximately -10ºC (-18ºF) 
from the full-thickness Charpy derived transition 

temperature (Tc) to the DWTT transition tempera-
ture (Td) at 85 percent shear area. 
 
E.2.2.3  Fracture-Propagation Transition 
Temperature 
 
The fracture-propagation transition temperature 
(FPTT) represents the temperature at which the 
mode of a dynamically propagating crack changes 
from shear to cleavage, Ref. E.16.  The full-
thickness transition temperature for pipeline 
material is typically determined by the drop-weight 
tear test (DWTT).  As the thickness of the DWTT 
specimen increases, the transition temperature of 
the material also increases.  This response is also 
observed in piping.  Consequently, as was noted 
earlier, the DWTT has been shown to be a reason-
able predictor of full-size pipe behavior, Ref. E.15.  
The shape of the curve from both DWTT and full-
size pipe data is similar for shear area as a function 
of temperature.  Therefore, the DWTT transition 
temperature (Td), calculated either from 
Figure E.43 or directly from test data, is used to 
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predict the fracture propagation transition 
temperature (FPTT). 
 
E.2.2.4  Fracture-Initiation Transition 
Temperature for Through-Wall-Cracked 
Pipe 
 
The fracture-initiation transition temperature 
(FITT) represents the temperature at which the 
mode of fracture initiation changes from brittle 
to having enough ductile crack growth so that 
failure pressures are the same at higher tem-
peratures, Ref. E.17.  This FITT value will be 
different for a through-wall crack than a surface 
crack due to constraint effects.  For a through-
wall crack, it is expected that the FITT(TWC) 
will be lower than the FPTT (propagating 
through-wall crack) because propagation is a 
dynamic event involving high strain rates 
increasing the likelihood of cleavage fracture. 
 
As previously noted, from a series of tests 
conducted on full-size pipe with axial through-
wall flaws, it was shown that the fracture-
initiation temperature was 33ºC to 50ºC (60°F to 
90ºF) below the FPTT determined from DWTT 
results, Ref. E.17.  The variation in the FITT 
was attributed to differences in the flaw 
geometry and material properties. 
 
In this methodology, the predicted upper-shelf 
FITT(TWC) for a pipe with a TWC is offset 
from the FPTT by approximately -33ºC to -50ºC 
(-60°F to -90ºF). 
 
E.2.2.5  Fracture-Initiation Transition 
Temperature for Surface-Cracked Pipe 
 
Previously it was shown that surface-cracked 
pipe have a lower FITT than through-wall-
cracked pipe.  This is because of the constraint 
differences in the triaxial stresses at the crack tip 
that induce cleavage fracture.  Therefore, the 
methodology applies an additional offset to the 
predicted transition temperature in the presence 
of a surface crack.  The t x t 3-point bend-bar 
flaw orientation is representative of the behavior 
expected from through-wall-cracked pipe, even 
though the failure stresses are considerably 
lower.  The change in transition temperature 
measured from 3-point bend-bar tests and 

single-edge-notch tension SEN(T) tests are shown 
in Figure E.40(a). 
 
E.2.3  Example Problem 
 
The methodology is demonstrated in the following 
sections by an example. 
 
E.2.3.1  Input Data 
 
The example is based on the following input data: 
 

1. Charpy data for A106B pipe steel, L-C 
orientation, 10-mm thick specimen (full 
thickness).  This data is shown in 
Figure E.44. 

2. Surface crack depth-to-thickness, a/t = 0.25. 
3. Pipe thickness, t = 15 mm (0.60 inch). 

 
E.2.3.2  Application of the Methodology 
 
The Charpy data shown in Figure E.44 was 
obtained from the PIFRAC database (Ref. E.23) for 
A106B pipe material.  The figure contains data for 
test specimens that were 10-mm (0.394-inch) thick 
(full thickness) and machined in an L-C orientation.  
The data was curve fit and the transition 
temperature corresponding to 85 percent shear area 
was determined to be +70°C (+158°F).  This 
represents the full-thickness Charpy transition 
temperature (Tc). 
 
The transition temperature shift from the Charpy 
specimen to the full-size pipe transition 
temperature, represented by (Td), is determined 
from Figure E.43 using the lower curve.  The 
change in temperature (Td-Tc) equals -5.5ºC 
(-10°F).  Thus Td = Tc + -5.5ºC = +64.5°C 
(+148ºF).  This is the fracture propagation transition 
temperature (FPTT) for the full-thickness pipe 
material. 
 
The next step is to determine the fracture initiation 
transition temperature (FITT) for a through-wall-
cracked pipe.  Based on the experimental data pre-
viously discussed (Figures E.34 and E.35), the 
change in temperature to obtain the FITT(TWC) is 
FPTT (or Td) –33°C to –50°C (–60°F to -90ºF).  
Using the average, ∆T = -42°C (-75ºF), the 
FITT(TWC) = Td - 42°C = +22.5°C (+73°F). 
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The final step is to calculate the upper-shelf 
fracture initiation transition temperature (FITT) 
for a surface-cracked pipe with a flaw depth-to-
thickness ratio of a/t = 0.25.  The change in 
temperature to obtain the FITT(SC) is based on 
the curve in Figure E.40a.  For a/t = 0.25, 
∆T = -38.9ºC (-70ºF).  Therefore, 
FITT(SC) = FITT(TWC) -38.9ºC = -16.4ºC 
(+2.5ºF).  Thus the predicted upper-shelf 
fracture initiation transition temperature for an 
A106B pipe with a wall thickness t = 15 mm 
(0.6 inch) and a/t = 0.25 equals –16.4ºC 
(+2.5ºF). 
 
E.2.4  General Trends for A106B 
 
This methodology was applied to predict the 
fracture initiation transition temperature for 
surface cracks (FITT(SC)) over a range of 
material thickness and crack depths using the 
A106B Charpy data shown in Figure E.44 in 
combination with Figure E.40a, Figure E.43, and 
the average shift of 42ºC (75ºF) from the FPTT 
to FITT for a through-wall crack.  The results 
are shown in Figure E.45.  Also shown in this 
plot are the propagation and initiation transition 
temperature curves for a through-wall crack.  
The data suggest that A106B pipe operating 
above 10ºC (50ºF) with a wall thickness less 
than 25 mm (1.0 inch) will exhibit ductile 
fracture initiation behavior so that the failure 
pressure for all surface-crack geometries of 
practical concern should be the same as that for 
warmer temperatures (not accounting for 
changes in strength properties with temperature).  
At 20ºC (68ºF), A106B pipe up to 50-mm 
(2-inch) is predicted to have ductile initiation for 
all surface-crack geometries. 
 
E.2.5  Validation with Existing Data in 
Literature 
 
There are a number of A106B and other ferritic 
nuclear grade pipe tests that have been con-
ducted in the past that can be used to assess the 
validity of the general trend curve given in 
Figure E.45.  These tests and their results are 
summarized in Table E.5.  The results showed 
that the general trend in Figure E.45 is correct,  

however, the data for A106B pipe tests are not 
sufficient to accurately demark the predicted brittle-
to-ductile transition temperatures, i.e., the tests were 
conducted much warmer than the minimum 
predicted temperature for ductile fracture. 
 
In addition to the A106B tests, there have also been 
a limited number of tests on similar ferritic steels.  
Those test results and comparisons to the minimum 
predicted transition temperatures are given in 
Table E.6.  In these cases, the actual Charpy 85 per-
cent shear area transition temperature (or percent 
best estimate of that value) was used to determine 
the FITT for the flaw type (surface crack or 
through-wall crack) tested.  Again, most of these 
results show that the analysis procedure is correct, 
however, the tests were generally conducted well 
above the minimum transition temperature so that 
there were no brittle fracture cases to bracket the 
FITT.  Only in three cases were there tests that were 
close to the predicted FITT.  These were the 
Kiefner X60 surface-cracked pipe tests, and the two 
sets of tests by Sugie on Grade B pipe.  The Kiefner 
X60 lowest temperature test agrees with the pre-
dicted FITT(SC), but there was no brittle initiation 
data point to get the actual experimental FITT(SC).  
The Sugie tests had a lower FITT(SC) than pre-
dicted.  This may be due to the experiments using a 
machined V-notch rather than a sharp fatigue crack, 
or scatter in the material behavior, where we used 
an average trend curve.  Nevertheless, the results 
showed that the general procedure is at least con-
servative (assuming no great effect from the 
machine notch versus fatigue crack in the past pipe 
tests). 
 
E.2.6  Limitations on the Methodology 
 
The methodology developed to predict the fracture 
initiation transition temperature for a surface-
cracked pipe is based on the use of empirical corre-
lations between experimental data from standard-
ized and non-standardized material properties tests 
and full-size pipe tests.  Previous work has sug-
gested that the shift in transition temperature is a 
function of material properties as well as pipe and 
crack geometry.  As a result, the methodology relies 
on the extrapolation of standard test specimen data 
to predict full-scale pipe fracture behavior.   
 



 

E-50 

Figure E.45  Preliminary FITT relationship as a function of material thickness  
and crack depth  (Based on upper-bound A106B data  

in PIFRAC database – L-C orientation) 

 
 
 

Table E.5  Circumferentially cracked A106B pipe test results and  
comparison to minimum temperature for ductile fracture 

Reference 
Pipe thickness, 

mm (inch) 
Flaw 
type 

Test 
temperature, °C  

(°F) Result 

Predicted 
FITT, 

 
ºC  (ºF) 

CISE-a 5.5 (0.217) TWC 20 (68) Ductile 
initiation, brittle 

propagation 

-17.9 (0) 

CISE-b 10.9 (0.429) TWC 20 (68) Ductile 4.4 (40) 
CISE-c 17.1(0.673) TWC 20 (68) Ductile 12.8 (55) 
CISE-d 18.8 (0.740) TWC 20 (68) Ductile 15.5 (60) 
GEAP 11.0 (0.432) TWC 20 (68) Ductile 

initiation, brittle 
propagation 

4.4 (40) 

DTRC 14.0 (0.55) TWC 51.7 (125) Ductile 7.2 (45) 
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The Charpy impact data, like that shown in 
Figure E.44, is based on a standardized test 
method; however, the thickness of the test 
specimens is dependent on the source material.  
As a result, sub-sized specimens are frequently 
required to characterize thin-walled pipe.  The 
reasonable bounds on the Charpy 85 percent 
shear area transition temperature for typical 
nuclear ferritic pipe base metals and weld metals 
should be explored further before a general trend 
can be used for those grades of steel.  
Figure E.46 shows Charpy data from PIFRAC 
for A516 Grade 70 base metal and welds, and 
Figure E.47 shows Charpy data for A106B 
welds (also from PIFRAC).  It is encouraging 
that the welds had a lower 85 percent transition 
temperature than the base metals, and the 
limiting case was the A106B base metal 
(Figure E.44). 
 
The offset used to shift the transition tempera-
ture from propagation (FPTT) to initiation 
(FITT) for a through-wall crack was based on 
only two full-scale pipe experiments on X-52 
material.  The similitude between the FITT for 
the through-wall crack and bend-bar or C(T) 
specimens was also verified by only one set of 
pipe tests on line-pipe steel.  These are steps in 
the analysis that could use further validation. 
 
Likewise, the transition temperature shift from 
the TWC to the surface-crack pipe behavior as a 
function of crack depth was based on results 
from non-standard laboratory tests of X-42 and 
X-60 steel that are believed to be representative 
of the constraint in surface-cracked pipe.  
Further validation of this assumption is needed. 
 
To validate the general Option 3 procedure, and 
several of the assumptions used, a series of 
specimen and surface-cracked pipe tests were 
conducted in this program and will be discussed 
next.  These tests involved: 
 

• Charpy tests (L-C orientation) at various 
temperatures on that same material, 

 
• Modified DWTT specimens (L-C 

orientation) at various temperatures 
(full-thickness of pipe but with shorter 
ligaments due to pipe curvature – the 

dynamic tear test (DTT) was used instead 
of the DWTT – ASTM Standard E604),  

 
• C(T) specimens (L-C orientation) at various 

temperatures,  
 

• SEN(T) tests (L-R orientation) at various 
temperatures, and 

 
• 6-inch diameter Schedule 120 A106 B pipe 

with circumferential surface cracks (fatigue 
sharpened) in the base metal at various 
temperatures. 

 
This preliminary investigation of the general trend 
curve for determining the FITT for a surface crack 
from A106B Charpy data is encouraging since most 
the Class 2/3/BOP piping would be less than 
25-mm (1.0-inch) thick and have a minimum 
operating temperature above 10ºC (50ºF).  Further-
more, the A106B base metal appears to be a limit-
ing case when compared to existing data for A516 
Grade 70 base metal and weld metal data for these 
two pipe materials.  Nevertheless, before these 
results are used, a larger database of ferritic nuclear 
pipe Charpy data and weld metal data are needed, 
as well as a statistical evaluation (rather than using 
average trend curves), and validation of all the steps 
in the procedure is needed.  Preliminary validation 
tests were conducted in the BINP program as 
discussed next.  Nevertheless, it is encouraging that 
the upper-shelf EPFM analyses in the ASME 
Appendix H can probably be used for most practical 
Class 2/3/BOP piping ferritic base metals. 
 
E.2.7  Validation of Methodology 
 
In order to validate this methodology for predicting 
the FITT of a surface-cracked pipe from the 85-
percent shear area transition temperature from 
Charpy specimen tests, a series of Charpy, dynamic 
tear test (DTT), compact (tension), single-edge-
notch [tension] (SEN(T)), and full-scale surface-
cracked pipe experiments were conducted.  The test 
specimens used in all of these tests came from two 
lengths of 6-inch nominal diameter, Schedule 120, 
A106 Grade B pipe that came from the same heat.  
The Battelle pipe identification numbers for these 
two lengths of pipe were DP2-F93 and F94.
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Figure E.46  Charpy data from PIFRAC for A516 Grade 70 pipe and welds 

Figure E.47  Charpy data from PIFRAC for one A106B pipe weld 
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Figure E.48 is a plot of the shear area percent 
from a series of Charpy specimen tests as a 
function of the test temperature for both lengths 
of pipe, i.e., DP2-F93 and F94.  From Figure 
E.48 one can see that the 85-percent shear area 
transition temperature for both lengths of pipe 
was approximately 58 C (136 F). 
 
The next series of tests conducted were the 
dynamic tear tests (DTT).  The test specimens 
for these tests were machined from the pipe 
without flattening.  As such, the maximum wall 

thickness achievable was approximately 10 mm 
(0.4 inches).  Based on Figure E.43, the FPTT 85-
percent shear area transition temperature for this 
specimen geometry for this specimen thickness for 
this material should have been approximately 44 C 
(111 F).  Figure E.49 is a plot of the shear area as a 
function of the test temperature for these DTT.  As 
can be seen in Figure E.49, the actual measured 85-
percent shear area transition temperature of 54 C 
(130 F) was approximately 10 C (19 F) warmer 
than anticipated.   
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Figure E.48  Shear area as a function of test temperature for the 
Charpy specimen tests for material DP2-F93 and F94 
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Figure E.49  Shear area as a function of test temperature for 
the DTT specimen tests for material DP2-F93 and F94 

 
The next series of tests conducted were the 
compact (tension) specimen tests.  It was 
anticipated that the transition temperature for 
these tests would provide an indication of the 
transition temperature for a through-wall 
cracked pipe.  Based on Figures E.34 and E.35 it 
was anticipated that there would be a shift in the 
transition temperature of approximately 33 to 50 
C (60 to 90 F) between the DTT specimen 
results and these compact (tension) specimen 
results.  Based on the anticipated shift in 
transition temperature between the compact 
(tension) and the actual Charpy data, accounting 
for the anticipated shift between the DTT and  
the actual Charpy data, the transition 
temperature for these compact (tension) 
specimen tests was anticipated to be between 11 

C (51 F) and -6 C (21 F).  Figure E.50 is a plot 
of the load versus displacement records for eight 
compact (tension) specimen tests conducted as 
part of this effort.  As can be seen from Figure 
E.50, even at a test temperature of -32 C (-26 F), 
there still was some evidence of ductile crack 
initiation for these compact (tension) specimen 
tests.   
 
The last series of laboratory specimen tests was 
the SEN(T) specimen tests.  Due to the 
similitude in the constraint conditions between 
the SEN(T) specimen geometry and the surface-
cracked pipe geometry, it was thought that this 
specimen geometry would provide the most 
direct indication of the transition temperature
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Figure E.50  Load versus displacement records for compact (tension) tests 

 
for the actual surface-cracked pipe.  For a 
surface crack which is 50 percent of the pipe 
wall thickness in depth, which is the crack 
depth used in both the SEN(T) and surface-
cracked pipe tests, one would expect a 33 C 
(60 F) shift in transition temperature 
between the 3-point bend bar specimen 
geometry and the surface-cracked pipe 
geometry, see Figure E.40a.  Since the 3-
point bend bar specimen geometry is 
thought to provide similar constraint as a 
compact (tension) specimen and a through-
wall-cracked pipe, one would expect a 
similar shift in transition temperature 
between those specimen geometries and a 
surface-cracked pipe.  Thus, on the basis of 
the measured Charpy data alone and the 
analysis method developed as part of this 
effort, one might expect that the transition 
temperature for a surface-cracked pipe, or 
SEN(T) specimen, may be in the range of -
23 C (-9 F) to -39 C (-39 F).  Figure E.51 is 

a plot of the load versus actuator 
displacement data for these SEN(T) 
specimen tests.  Each test appeared to 
initiate in a ductile manner followed by 
unstable brittle fracture.  Figure E.52 is a 
plot of the ductile crack growth as a function 
of test temperature.  As can be seen in 
Figure E.52, with the exception of one 
specimen, the data is fairly well grouped 
showing a general trend of decreasing 
ductile crack growth with decreasing test 
temperature.  Based on the trends in Figure 
E.52 one might argue that one might reach 
the point of brittle fracture initiation for 
these SEN(T) specimens in the range of -50 
to -60 C (-58 F to -76 F), which is 
approximately 25 C (45 F) colder than what 
one might have expected based on the 
measured Charpy specimen transition 
temperature and the methodology developed 
as part of this effort.
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Figure E.51  Load versus actuator displacement data for the SEN(T) specimens 
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Figure E.52  Ductile crack growth as a function of temperature 
for the SEN(T) specimens
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As a final measure of the validity of this 
methodology, three surface-cracked pipe 
experiments were conducted using this pipe 
material.  In each case the crack was an 

external surface crack, approximately one-
third around the pipe circumference in 
length and half way through the wall 
thickness in depth, see Figure E.53. 
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Figure E.53  Crack geometry for the surface-cracked pipe experiments 

 
Figures E.54 and E.55 show schematics of 
the loading fixtures and cooling apparatus, 
respectively, for these three pipe 
experiments.  The pipes were cooled by 
circulating Syltherm XLT, a Dow Chemicals 
Heat Transfer Fluid, through the pipe using 

a circulation pump.  Copper tubes 
containing the fluid were coiled and 
submersed in a cooling bath of this same 
fluid with dry ice pellets added to cool the 
fluid. 

  

 
 

Figure E.54  Loading fixture used in the surface-cracked pipe experiments 
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Figure E.55  Cooling apparatus used in the surface-cracked pipe experiments 

 
Figure E.56 is plot of the load versus 
displacement records for the three surface-
cracked pipe experiments.  As can be seen, the 
test temperatures for these three experiments 
were -59 C (-75 F), -46 C (-50 F), and -32 C (-
25 F).  Both the load and displacement 
decreased as the test temperature decreased.  
The amount of ductile crack growth, prior to the 
final brittle fracture, was minimal for each of 
these experiments.  In order to make an 
assessment of the transition temperature for 
these three surface-cracked pipe experiments, 
the maximum moment normalized by the 
calculated Net-Section-Collapse (NSC) moment 
was plotted against the test temperature, see 
Figure E.57.  As can be seen in this figure the 
relationship between the ratio of Mmax/MNSC and 
the test temperature is very linear.  The point on 
the graph where the straight line fit through the 
data reached a value where this ratio was equal 
to 1.0 was called the transition temperature.  
Based on this assessment, the transition 

temperature for these surface-cracked pipe 
experiments was -36 C (-33 F).  This estimate of 
the actual surface-cracked pipe transition 
temperature is within the range of what one 
might expect the transition temperature to be 
based on the actual Charpy data and the analysis 
method developed as part of this effort, i.e., -23 
C (-9 F) to -39 C (-39 F).  Thus, even though 
some of the individual steps in the methodology 
(e.g., the shifts between the Charpy to the DTT 
transition temperatures and the DTT to the 
compact (tension) specimen transition 
temperatures) appeared to overpredict the 
transition temperature shift, the bottom line 
assessment of the transition temperature for a 
surface cracked pipe using only the measured 
Charpy 85-percent shear area transition 
temperature appears reasonable.  In summary, 
Table E.7 provides a synopsis of the 
methodology and how the experimental data 
agreed with the anticipated transition 
temperatures for each specimen geometry. 
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Pipe 
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Figure E.56  Load versus displacement records for the three surface-cracked pipe 

experiments 
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Figure E.57  Plot of the ratio of the maximum experiment moment normalized by the Net-

Section-Collapse moment (Mmax/MNSC) as a function of the test temperatures for 
the three surface-cracked pipe experiments 
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Table E.7  Summary of the methodology and how the experimental data agreed with the 
anticipated transition temperatures for each specimen geometry 

 
Specimen 
Geometry 

Anticipated 
Transition 
Temperature, C (F) 

Basis for Estimate of 
Transition Temperature 

Actual Transition 
Temperature, C (F) 

Charpy 
specimens 

  58 (136) 

Dynamic 
Tear Tests  

44 (111) 14 C (25 F) shift in 
transition temperature for 10 
mm (0.4 inch) thick 
specimen 

54 (130) 

Compact 
(tension) 

11 (51) to -6 (21) 33 to 50 C (60 to 90 F) shift 
in transition temperature 
between drop-weight-tear 
test results and 3-point bend 
specimen results 

< -32 (-26) 

SEN(T) -23 to -39 (-9 to -39) 33 C (60 F) shift in 
transition temperature 
between 3-point bend 
specimen and 50% deep 
surface crack 

-50 to -60 (-58 to -76) 

Surface 
cracked 
pipe 

-23 to -39 (-9 to -39) 33 C (60 F) shift in 
transition temperature 
between 3-point bend 
specimen and 50% deep 
surface crack 

-36 (-33) 
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